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Abstract – This study develops a linear mixed model (LMM) that includes spatial effects between regions with a spatial autoregressive model (SAR model). Between observations (regions) on that LMM are usually assumed to be independent. However, these assumptions are not always fulfilled due to dependency between regions. There are two important parts in spatial modeling: spatial dependence and spatial heterogeneity. In this study, we are concerned with the spatial lag or SAR models because dependency between variables of interest is easier to predict. On the other hand, all observations are real and can be directly seen from the data patterns. In addition, as a challenge for researchers to find all estimators while the values of the spatial dependence, sampling variance, and component variance are all unknown. This study aims to find all parameter estimators using a numerical approach and exact solutions. All exact estimators obtained are consistent estimators.
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Introduction

Along with the development of statistical modeling, assumptions between independent regions are not always fulfilled due to dependency between regions or, in other words, between regions that have similar properties. This means that one region with another has almost the same characteristics. For example, one high-income region and another is also a high-income region. The similarity of these properties is usually known as the spatial effect between regions. As in the first law of geography Tobler (1979) in Anselin (1988) states, "Everything is related to everything else, but near things are more related than distant things" (Anselin, 1988). Therefore, if the independent assumption on the random effect is not met, the estimators obtained will provide an invalid model because the estimators produced are biased (Salvati, 2004).

Anselin (Anselin, 1988) states that spatial modeling has two important parts: spatial dependence and spatial heterogeneity. Spatial dependence is also known as spatial autocorrelation, while spatial heterogeneity is related to spatial structure. Spatial dependence is part of the modeling that describes the value of one region influenced by the values of regions surrounding its region or location (neighbor). The similarity of properties for locations close to each other indicates this. Meanwhile, spatial heterogeneity describes the structure's instability, which can be in the form of a non-constant error variance or the regression coefficient of a variable that varies spatially, indicated by differences in properties from one location to another.

In addition, Anselin (Anselin, 1988) also stated that spatial dependence modeling is still divided into two types: the spatial lag model and the spatial error model. The spatial lag model, commonly referred to as the spatial autoregressive model (SAR model), is a spatial autoregressive in the dependent variable (the variable of interest). While the spatial error model (SEM) states a spatial autocorrelation in the error variable or dependence on the error. In the SAR model, the dependencies between variables of interest are easier to be predicted because the observations are actual and can be directly seen from the data patterns.
In real problems, statistical modeling is faced with situations where there is a spatial dependence on variables of interest. It is also faced with conditions between locations (object of research) that are not independent. In addition, researchers are also still troubled by conditions where the value of the spatial dependence is unknown, and even the values of the sampling variance and the component variance are also unknown. Many researchers have developed modeling where they took some set values (fixed values) for both spatial autocorrelation and variances, and a few of them worked by simulations. For example, research conducted by (Quintaes et al., 2011), (Siswariantining et al., 2012), (Porter et al., 2013), (Wang et al., 2015), (Zainuddin et al., 2015), (Asfar et al., 2016), (Nusrang et al., 2017), (Watjou et al., 2019), (Watjou et al., 2020), (Amaliana et al., 2021), (Amaliana and Dewi, 2022). All researchers took some fixed values to obtain all estimator values. Quintaes et al. (2011) used a regression model with random effects (developing small area estimation). They used real data and concluded that their proposed model was better than the model without random effects. Wang et al. (2015) proposed a model with more relaxed assumptions on spatial-temporal random errors. They obtained that the proposed model provided an improvement model. Watjou et al. (2019) proposed an approach to estimating the spatial trend of the prevalence of having no health insurance coverage. They obtained that the proposed model (model-based methods) provided the benefits of modeling the weights as flexibly as possible. Watjou et al. (2020) used hierarchical spatial smoothing models. They showed the benefits of that model towards obtaining more reliable estimates for areas at the lowest geographical level in case a spatial trend is present in the data. Amaliana et al. (2021) showed that the spatial empirical best linear unbiased prediction (SEBLUP) model with radial distance spatial weights matrix provided a better result than models with other spatial weights matrices. Amaliana and Dewi (2022) showed that the empirical best linear unbiased prediction (EBLUP) model is better than the SEBLUP model. Both models used a queen contiguity spatial weighted matrix. Siswariantining et al. (2012) used a hierarchical Bayes small area estimation model and obtained the model was more efficient than a direct estimator. Porter et al. (2013) used the conditional autoregressive class of spatial models in addition to functional covariates in small area estimation (developing small area estimation model). They concluded that the proposed model could effectively improve the public-use American community survey data estimation. Zainuddin et al. (2015) used the SEBLUP using logarithmic transformation and obtained the model provided a better result than the other models. Asfar et al. (2016) and Nusrang et al. (2017) used the SEBLUP model and obtained that the model provided a better estimation than the EBLUP model. The last five researchers worked with simulations.

Due to the abovementioned problems, the researcher will develop statistical modeling, especially in the SAR model, due to the many dependent conditions that can be predicted through the variables of interest. The researcher is interested to find out the estimating parameters so that the statistical modeling that will be formed can be obtained. A mixed model approached parameter estimation in this study by numerical and exact approaches so that all predicted parameters could be estimated.

Materials and Methods

Linear Mixed Model for Regions Dependence

The linear mixed model, as stated in (McCulloch and Searle, 2001), is as follows:

\[ s = Ka + L\gamma + \delta. \]  

(1)

Where, \( s = m \times 1 \) observation vector, \( K = m \times (p + 1) \) observation matrix, \( a = (p + 1) \times 1 \) coefficient vector of \( k \) variables (fixed effects), \( L = m \times q \) observation matrix, \( \gamma = \text{coefficient vector of } l \text{ variables (random effects)} \), and \( \delta = m \times 1 \) sampling variance vector. In a linear mixed model, \( \delta \) having a distribution with mean vector \( \theta \) and covariance matrix \( G = \sigma^2_s I_m \) and \( \gamma \) a distribution with mean vector \( \theta \) and covariance matrix \( \gamma \) are also independent. Simplicity, we can rewrite \( \delta \sim N(0, \sigma^2_s I_m) \) and \( \gamma \sim N(0, \sigma^2_\gamma I_q) \), where \( \sigma^2_s \) and \( \sigma^2_\gamma \) are sampling variance and component variance, respectively. \( I_m \) and \( I_q \) is \( m \times 1 \) and \( q \times 1 \) identity matrix, respectively.

If there is a spatial effect between regions in equation (1), then

\[ \gamma = \lambda W\gamma + v, \]  

(2)

where \( \lambda = \text{spatial autocorrelation coefficient} \), \( W = q \times q \) spatial weight matrix, and \( v = q \times 1 \) random error vector between regions that have a distribution with mean vector \( \theta \) and covariance matrix \( \gamma \) or can be rewritten
with \( \mathbf{v} \sim N\left( \mathbf{0}, \sigma_v^2 \mathbf{I}_q \right) \). Therefore, \( \gamma \) has no more extended constant variance, however, \( \delta \) and \( \mathbf{v} \) are independent.

We have from the equation (2) as follows:

\[
\gamma - \lambda \mathbf{W} \gamma = \mathbf{v} \rightleftharpoons \gamma = (\mathbf{I}_q - \lambda \mathbf{W})^{-1} \mathbf{v},
\]
as a result,

\[
E[\gamma] = E[(\mathbf{I}_q - \lambda \mathbf{W})^{-1} \mathbf{v}] = (\mathbf{I}_q - \lambda \mathbf{W})^{-1} E[\mathbf{v}] = \mathbf{0}, \text{ because } E[\mathbf{v}] = \mathbf{0}, \text{ and}
\]

\[
\text{var}[\gamma] = \text{var}[(\mathbf{I}_q - \lambda \mathbf{W})^{-1} \mathbf{v}] = (\mathbf{I}_q - \lambda \mathbf{W})^{-1} \mathbf{R} \left[(\mathbf{I}_q - \lambda \mathbf{W})^{-1} \right]' = \mathbf{U},
\]

Where \( \mathbf{U} = q \times q \) symmetric matrix. Therefore, \( \gamma \sim N(\mathbf{0}, \mathbf{U}) \). However, covariance \( \gamma \) becomes no constant because there is a correlation between regions, in the sense that the covariance between regions is not equal to zero.

**Spatial Autoregressive**

The following model is a spatial autoregressive model (SAR model) that is:

\[
\mathbf{s} = \mathbf{K} \alpha + \rho \bar{\mathbf{W}} \mathbf{s} + \delta,
\]

where \( \rho = \) spatial autoregressive coefficient and \( \bar{\mathbf{W}} = n \times m \) spatial weight matrix.

If equation (1) is combined with equation (3), then they will produce a new equation as follows:

\[
(\mathbf{I}_m - \rho \bar{\mathbf{W}}) \mathbf{s} = \mathbf{K} \alpha + \mathbf{L} (\mathbf{I}_q - \lambda \mathbf{W})^{-1} \mathbf{v} + \delta.
\]

If we let \( \eta = \mathbf{L} (\mathbf{I}_q - \lambda \mathbf{W})^{-1} \mathbf{v} + \delta \), then equation (4) can be rewritten as follows:

\[
(\mathbf{I}_m - \rho \bar{\mathbf{W}}) \mathbf{s} = \mathbf{K} \alpha + \eta.
\]

The mean and covariance \( \eta \) are as follows:

\[
E[\eta] = E[\mathbf{L} (\mathbf{I}_q - \lambda \mathbf{W})^{-1} \mathbf{v} + \delta] = \mathbf{0}, \text{ because } E[\mathbf{v}] = E[\delta] = \mathbf{0}, \text{ and}
\]

\[
\text{var}[\eta] = \mathbf{L} (\mathbf{I}_q - \lambda \mathbf{W})^{-1} \mathbf{R} \left[(\mathbf{I}_q - \lambda \mathbf{W})^{-1} \right]' \mathbf{L}' + \mathbf{G} = \mathbf{LUL} + \mathbf{G} = \mathbf{F},
\]

Where \( \mathbf{F} = n \times n \) symmetric matrix. Because the covariance of \( \gamma \) is not constant, as a result, the covariance of \( \eta \) is also not constant, and it can be written with \( \eta \sim N(\mathbf{0}, \mathbf{F}) \).

Based on equation (5), we have the mean and covariance \( (\mathbf{I}_m - \rho \bar{\mathbf{W}}) \mathbf{s} \) as follows:

\[
E[(\mathbf{I}_m - \rho \bar{\mathbf{W}}) \mathbf{s}] = E[\mathbf{K} \alpha + \eta] = \mathbf{K} \alpha, \text{ because } E[\eta] = \mathbf{0},
\]

\[
\text{var}[(\mathbf{I}_m - \rho \bar{\mathbf{W}}) \mathbf{s}] = \text{var}[\mathbf{K} \alpha + \eta] = \text{var}[\eta] = \mathbf{F}, \text{ because } \alpha \text{ is fixed.}
\]

Therefore \( (\mathbf{I}_m - \rho \bar{\mathbf{W}}) \mathbf{s} \sim N(\mathbf{K} \alpha, \mathbf{F}) \), where it is the marginal distribution, \( (\mathbf{I}_m - \rho \bar{\mathbf{W}}) \mathbf{s} \). This result shows that the covariance \( (\mathbf{I}_m - \rho \bar{\mathbf{W}}) \mathbf{s} \) is also not constant.

Next, if \( \gamma \) it is fixed, then equation (5) can be rewritten as follows:

\[
(\mathbf{I}_m - \rho \bar{\mathbf{W}}) \mathbf{s} = \mathbf{K} \alpha + \eta.
\]

where \( \eta = \mathbf{L} \gamma + \delta \).

Based on equation (6), we have the mean and covariance \( \eta \) as follows:

\[
E[\eta] = E[\mathbf{L} \gamma + \delta] = \mathbf{L} \gamma, \text{ because } E[\delta] = \mathbf{0}, \text{ and } \text{var}[\eta] = \text{var}[\mathbf{L} \gamma + \delta] = \text{var}[\delta] = \mathbf{G}.
\]

Next, conditional both the mean and covariance of \( (\mathbf{I}_m - \rho \bar{\mathbf{W}}) \mathbf{s} \) the given \( \gamma \) area
\[
E\left[ (I_m - \rho \hat{W}) s | \gamma \right] = E \left[ K \alpha + \eta \right] = K \alpha + E[\eta] = K \alpha + L \gamma,
\]
\[
\text{var}\left[ (I_m - \rho \hat{W}) s | \gamma \right] = \text{var}[K \alpha + \eta] = \text{var}[\eta] = G,
\]
and we have \((I_m - \rho \hat{W}) s | \gamma \subseteq N (K \alpha + L \gamma, G)\).

We recall equation (1) which can be rewritten as follows:
\[
s = K \alpha + L \gamma + \delta = [K | L][\alpha | \gamma] + \delta = X \beta + \delta,
\]
where \(X = [K | L]\) and \(\beta = [\alpha | \gamma]^T\). \(X\) is a less-than-full rank matrix, the least squares estimator cannot be evaluated directly, so we need to reparameterize it. Matrix visualization \(X, \beta, \delta\) is as follows:
\[
X = \begin{bmatrix}
1 & k_{11} & \cdots & k_{p1} & 1 & 0 & \cdots & 0 \\
1 & k_{12} & \cdots & k_{p2} & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \ddots & \ddots \\
1 & k_{1m} & \cdots & k_{pm} & 0 & 0 & \cdots & 1
\end{bmatrix},
\]
\[
\beta = \begin{bmatrix}
\mu & \alpha_1 & \alpha_2 & \cdots & \alpha_p & \gamma_1 & \gamma_2 & \cdots & \gamma_q
\end{bmatrix}^T,
\]
\[
\delta = \begin{bmatrix}
\delta_1 & \delta_2 & \cdots & \delta_m
\end{bmatrix}^T
\]
We then reparameterize \(X\) and obtain a full rank matrix as follows:
\[
X_* = \begin{bmatrix}
k_{11} & k_{12} & \cdots & k_{p1} & 1 & 0 & \cdots & 0 \\
k_{12} & k_{22} & \cdots & k_{p2} & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \ddots & \ddots \\
k_{1m} & k_{2m} & \cdots & k_{pm} & 0 & 0 & \cdots & 1
\end{bmatrix},
\]
\[
\beta_* = \begin{bmatrix}
\alpha_1 & \alpha_2 & \cdots & \alpha_p & \mu_1 & \mu_2 & \cdots & \mu_q
\end{bmatrix}^T,
\]
where \(\mu_k = \mu + \gamma_k\) for \(k = 1, 2, \cdots, q\). The least squares estimator of \(\beta\) is
\[
\hat{\beta}_* = (X_*X_*)^{-1}(X_*s),
\]
where \(\hat{\mu} = \frac{1}{m} \sum_{i=1}^{m} s_i\) and \(\hat{\gamma}_k = \hat{\mu}_k - \hat{\mu}\).

**Moran’s Index**

Benerjee et al. (2004), Kelejian and Prucha (2004), Gebremariam et al. (2006), Zhang and Lin (2007), Gebremariam (2007), Gebremariam et al. (2007, 2008), Ngeleza (2011), Krishnapillai and Kinnucan (2012), Huo et al. (2012) and Tłuczak (2013) are all in (Sirait et al., 2017b) state that Moran’s index is one of many indexes that is used to detect spatial effect between regions. As an illustration (or example), this study will use queen contiguity to find the weight matrix. Detailed formulation and explanation can be seen in (Sirait et al., 2017b).

**Results**

**Parameters Estimation**

We recall equation (2) and obtain that \(v = \gamma - \lambda W \gamma\), where \(v \subseteq N(0, R)\). Therefore, the maximum likelihood function of the random vector \(v\) is as follows:
\[
L(v) = \frac{1}{(2\pi)^{\frac{d}{2}} |R|^{\frac{d}{2}}} e^{-\frac{1}{2} v^T R^{-1} v}.
\]
Based on equation (8), the maximum likelihood function \(\gamma\) is as follows:
\[
L(\gamma) = \frac{1}{(2\pi)^{\frac{d}{2}} |R|^{\frac{d}{2}}} e^{-\frac{1}{2} (I_q - \lambda W)^T R^{-1} (I_q - \lambda W) \gamma} |J|.
\]
where \(|J| = \|I_q - \lambda W\|\) is the absolute value of the determinant of \(I_q - \lambda W\).
Next, the maximum likelihood function \( L\left( \left( I_m - \rho \tilde{W}\right)s \right | \gamma \) is as follows:

\[
L\left( \left( I_m - \rho \tilde{W}\right)s \right | \gamma \) = \frac{1}{\left| G \right|^2} e^{-\frac{1}{2} \left( \left( I_m - \rho \tilde{W}\right)s - (K\alpha + L\gamma) \right)^T G^{-1} \left( \left( I_m - \rho \tilde{W}\right)s - (K\alpha + L\gamma) \right)},
\]

Based on both equations (9) and (10), we have the maximum likelihood function as follows:

\[
L(a, \gamma) = L\left( \left( I_m - \rho \tilde{W}\right)s \right | \gamma \) L(\gamma) = \left\{ \frac{1}{\left| G \right|^2} e^{-\frac{1}{2} \left( \left( I_m - \rho \tilde{W}\right)s - (K\alpha + L\gamma) \right)^T G^{-1} \left( \left( I_m - \rho \tilde{W}\right)s - (K\alpha + L\gamma) \right)} \right\} \times \frac{1}{\left| R \right|^2} e^{-\frac{1}{2} \left( \left( I_q - \lambda W \right)^T R^{-1} \left( I_q - \lambda W \right) \right)} \left\| I_q - \lambda W \right\|.
\]

We then take natural logarithm and obtain the function as follows:

\[
\log L(a, \gamma) = \left( \frac{m + q}{2} \right) \log(2\pi) - \frac{1}{2} \log|G| - \frac{1}{2} \log|R|
\]

\[
- \frac{1}{2} \left( \left( I_m - \rho \tilde{W}\right)s - (K\alpha + L\gamma) \right)^T G^{-1} \left( \left( I_m - \rho \tilde{W}\right)s - (K\alpha + L\gamma) \right)
\]

\[
- \frac{1}{2} \left( I_q - \lambda W \right)^T R^{-1} \left( I_q - \lambda W \right) \gamma + \log \left\| I_q - \lambda W \right\|.
\]

Based on equation (11), we take the derivative for \( a \) and obtain the estimator as follows:

\[
\frac{\partial \log L(a, \gamma)}{\partial a} = K'G^{-1} \left( I_m - \rho \tilde{W}\right)s - K'G^{-1}K\alpha - K'G^{-1}L\gamma.
\]

We then take \( \frac{\partial \log L(a, \gamma)}{\partial a} \bigg|_{a=\hat{a}} = 0 \), and obtain

\[
K'G^{-1} \left( I_m - \rho \tilde{W}\right)s - K'G^{-1}K\hat{a} - K'G^{-1}L\gamma \hat{=} 0,
\]

As a result, the estimator \( a \) is as follows:

\[
\hat{a} = \left( K'G^{-1}K \right) \left( I_m - \rho \tilde{W}\right)s - L\gamma.
\]

Next, we take derivative for \( \gamma \) and obtain

\[
L'G^{-1} \left( I_m - \rho \tilde{W}\right)s - L'G^{-1}K\hat{a} - L'G^{-1}L\gamma - \left( I_q - \lambda W \right)^T R^{-1} \left( I_q - \lambda W \right) \gamma \hat{=} 0,
\]

Therefore, the estimator \( \gamma \) is as follows:

\[
\hat{\gamma} = \left[ L'G^{-1}L + \left( I_q - \lambda W \right)^T R^{-1} \left( I_q - \lambda W \right) \right]^{-1} L'G^{-1} \left( I_m - \rho \tilde{W}\right)s - K\hat{a}.
\]

Equations (12) and (13) show a dependency or relation between \( \hat{a} \), \( \hat{\gamma} \), so both estimators can be combined by modifying the matrix. The aims are to make it easier to obtain these estimators simultaneously; simultaneously, the displayed matrix becomes simpler. Those matrices are as follows:

\[
\begin{bmatrix}
K'G^{-1}K & K'G^{-1}L \\
L'G^{-1}K & L'G^{-1}L + \left( I_q - \lambda W \right)^T R^{-1} \left( I_q - \lambda W \right)
\end{bmatrix}
\]

as a result,

\[
\begin{bmatrix}
\hat{a} \\
\hat{\gamma}
\end{bmatrix} = \begin{bmatrix}
K'G^{-1}K & K'G^{-1}L \\
L'G^{-1}K & L'G^{-1}L + \left( I_q - \lambda W \right)^T R^{-1} \left( I_q - \lambda W \right)
\end{bmatrix}^{-1} \begin{bmatrix}
K'G^{-1} \left( I_m - \rho \tilde{W}\right)s \\
L'G^{-1} \left( I_m - \rho \tilde{W}\right)s
\end{bmatrix}.
\]
As equations (1) and (2) have been stated that \( G = \sigma_\delta^2 I_m \) and \( R = \sigma_v^2 I_q \) so that \( G^{-1} = (\sigma_\delta^2 I_m)^{-1} = (\sigma_\delta^2)^{-1} I_m \) and \( R^{-1} = (\sigma_v^2 I_q)^{-1} = (\sigma_v^2)^{-1} I_q \). Therefore, equation (14) can be rewritten as follows:

\[
\begin{bmatrix}
\hat{a} \\
\hat{\gamma}
\end{bmatrix} = \begin{bmatrix}
K'K & K'L \\
L'K & L'L + \frac{\sigma_v^2}{\sigma_v^2} (I_q - \lambda W)'
\end{bmatrix}^{-1} \begin{bmatrix}
K' (I_m - \rho \bar{W}) s \\
L' (I_m - \rho \bar{W}) s
\end{bmatrix} .
\]  

(15)

It was mentioned above that \( G = \sigma_\delta^2 I_m \) and \( R = \sigma_v^2 I_q \) so that \( |G| = (\sigma_\delta^2)^m \), \( |R| = (\sigma_v^2)^q \), \( G^{-1} = (\sigma_\delta^2)^{-1} I_m \) and \( H^{-1} = (\sigma_v^2)^{-1} I_q \). Therefore, equation (11) can be rewritten as follows:

\[
\log L(a, \gamma) = -\left(\frac{m+q}{2}\right) \log (2\pi) - \frac{m}{2} \log (\sigma_\delta^2) - \frac{q}{2} \log (\sigma_v^2) - \frac{1}{2\sigma_\delta^2} (\hat{\gamma} (I_m - \rho \bar{W}) s - (K\hat{a} + L\hat{\gamma}))' (\hat{\gamma} (I_m - \rho \bar{W}) s - (K\hat{a} + L\hat{\gamma})) - \frac{1}{2\sigma_v^2} \hat{\gamma}' (I_q - \lambda W)' (I_q - \lambda W) \hat{\gamma} + \log \| I_q - \lambda W \| .
\]  

(16)

Where both of \( \sigma_\delta^2 \) and \( \sigma_v^2 \) are unknown variances, whose values can be estimated using a sample of observations. We then take the derivatives of equation (16) in each \( \sigma_\delta^2 \) and \( \sigma_v^2 \) set it to zero. Each estimator is as follows:

\[
\hat{\sigma}_\delta^2 = \frac{1}{m} (\hat{\gamma}' (I_m - \rho \bar{W}) s - (K\hat{a} + L\hat{\gamma}))' (\hat{\gamma} (I_m - \rho \bar{W}) s - (K\hat{a} + L\hat{\gamma})) .
\]  

(17)

\[
\hat{\sigma}_v^2 = \frac{1}{q} \hat{\gamma}' (I_q - \lambda W)' (I_q - \lambda W) \hat{\gamma} .
\]  

(18)

We will use the estimators of variance from equations (17) and (18), and therefore, equation (15) can write are as follows:

\[
\begin{bmatrix}
\hat{a} \\
\hat{\gamma}
\end{bmatrix} = \begin{bmatrix}
K'K & K'L \\
L'K & L'L + \frac{\sigma_v^2}{\sigma_v^2} (I_q - \lambda W)'
\end{bmatrix}^{-1} \begin{bmatrix}
K' (I_m - \rho \bar{W}) s \\
L' (I_m - \rho \bar{W}) s
\end{bmatrix} .
\]  

(19)

**Concentrated Log-Likelihood Function**

If the estimators of \( \sigma_\delta^2 \) and \( \sigma_v^2 \) are substituted in the function of \( \log L(a, \gamma) \) equation (16), then it is obtained the concentrated log-likelihood function \( \log L^{con}(\hat{a}, \hat{\gamma}) \), as follows:

\[
\log L^{con}(\hat{a}, \hat{\gamma}) = -\left(\frac{m+q}{2}\right) \log (2\pi) + 1 - \frac{m}{2} \log \left(\frac{1}{m} \left(\hat{\gamma}' (I_m - \rho \bar{W}) s - (K\hat{a} + L\hat{\gamma}))' (\hat{\gamma} (I_m - \rho \bar{W}) s - (K\hat{a} + L\hat{\gamma}))\right)\right) - \frac{q}{2} \log \left(\frac{1}{q} \hat{\gamma}' (I_q - \lambda W)' (I_q - \lambda W) \hat{\gamma} + \log \| I_q - \lambda W \| \right) .
\]  

(20)

Now, let \( W \) have eigenvalues \( \tau_1, \tau_2, \ldots, \tau_q \), (Anselin et al., 1996) stated that the acceptable spatial autocorrelation coefficients are as follows:

\[
\frac{1}{\tau_{\min}} < \rho < \frac{1}{\tau_{\max}} \quad \text{dan} \quad \frac{1}{\tau_{\min}} < \lambda < \frac{1}{\tau_{\max}} ,
\]  

\[
\tau_{\min} < \tau_{\max} \quad \text{dan} \quad \tau_{\min} < \lambda < \tau_{\max} .
\]
as well as \( W \) always having the largest eigenvalue equal to one and \( \frac{1}{\tau_{\text{minimum}}} \leq -1 \), as a result, \( \frac{1}{\tau_{\text{minimum}}} < \rho < 1 \) and \( \frac{1}{\tau_{\text{minimum}}} < \lambda < 1 \).

It is difficult for us to derive the estimators of \( \rho \) and \( \lambda \) analytically which maximize \( \log L^m(C, \hat{\gamma}) \). Therefore, this study uses a numerical method approach, that is, sequences forming method of \( \rho \) and \( \lambda \) (see Sirait et al., 2017a), in which from such sequences will be obtained a value of \( \rho \) and \( \lambda \) respectively that give the largest \( \log L^m(C, \hat{\gamma}) \). The procedures are as follows:

a. We recall equation (7) to find the estimator \( \hat{\theta} \), and then use it to find the estimator \( \hat{\rho} \). As we know, that \( \hat{\theta} \) consists of \( \hat{\alpha} \) and \( \hat{\gamma} \).

b. We make the values of sequences of \( \rho \) and \( \lambda \), respectively, where 
\[
\rho = \text{seq}(\text{start value, end value, increasing}) \quad \text{and} \quad \lambda = \text{seq}(\text{start value, end value, increasing})
\]
In this study, the increased value is 0.01.

c. Based on the result of (a) and (b), we substitute them for equation (20).

d. We check the values of \( \rho \) , and \( \lambda \) that produce the largest \( \log L^m(C, \hat{\gamma}) \). Those values will be the optimum estimates.

Next, we find the sampling and component variance using equations (17) and (18), respectively. We first substitute \( \rho \) , and \( \lambda \) with its optimum estimates, that is:

\[
\hat{\sigma}_\gamma^2 = \frac{1}{m} \left( (I_m - \hat{\rho} \hat{W}) (I_m - \hat{\rho} \hat{W})' + \hat{\Delta} \right) \left( (I_m - \hat{\rho} \hat{W}) (I_m - \hat{\rho} \hat{W})' \right)'
\]

Based on all the estimates, the estimates vector \( \hat{\alpha} \) and \( \hat{\gamma} \) equation (19) can be rewritten as follows:

\[
\begin{bmatrix}
\hat{\alpha} \\
\hat{\gamma}
\end{bmatrix} = 
\begin{bmatrix}
K'K & K'L \\
L'K & L'L + \frac{\hat{\sigma}_\gamma^2}{\hat{\sigma}_\gamma} \left( I_q - \hat{\lambda} \hat{W} \right) \left( I_q - \hat{\lambda} \hat{W} \right)'
\end{bmatrix}^{-1} 
\begin{bmatrix}
K' \left( I_m - \hat{\rho} \hat{W} \right) \left( I_m - \hat{\rho} \hat{W} \right)' \\
L' \left( I_m - \hat{\rho} \hat{W} \right) \left( I_m - \hat{\rho} \hat{W} \right)'
\end{bmatrix}
\]

In this study, the above estimators are called the estimators of parameters of spatial autoregressive modeling on linear mixed models for dependency between regions.

**Properties of Estimators**

One of the properties of the feasible estimators is consistent estimators (A. M. Mood, F. A. Graybill and D.C. Boes, 1974). In this study, we will check consistency for the estimators in equation (14), that is

\[
\hat{\theta} = \begin{bmatrix}
K'G^{-1}K & K'G^{-1}L \\
L'G^{-1}K & L'G^{-1}L + \left( I_q - \hat{\lambda} \hat{W} \right)' R^{-1} \left( I_q - \hat{\lambda} \hat{W} \right)
\end{bmatrix}^{-1} 
\begin{bmatrix}
K' \left( I_m - \hat{\rho} \hat{W} \right) \left( I_m - \hat{\rho} \hat{W} \right)' \\
L' \left( I_m - \hat{\rho} \hat{W} \right) \left( I_m - \hat{\rho} \hat{W} \right)'
\end{bmatrix}
\]

\[
A \hat{\theta} = \begin{bmatrix}
K'G^{-1} & 0 \\
0 & L'G^{-1}
\end{bmatrix} 
\begin{bmatrix}
(I_m - \hat{\rho} \hat{W}) \left( I_m - \hat{\rho} \hat{W} \right)' \\
(I_m - \hat{\rho} \hat{W}) \left( I_m - \hat{\rho} \hat{W} \right)'
\end{bmatrix}
\]

where

\[
A \hat{\theta} = Bd
\]

\[
\hat{\theta} = A^{-1}Bd
\]
\[
A = \begin{bmatrix} K'G^{-1}K & K'G^{-1}L \\ L'G^{-1}K & L'G^{-1}L + (I_q - \lambda W)' R^{-1} (I_q - \lambda W) \end{bmatrix}, \quad \hat{\theta} = \hat{\alpha} B = \begin{bmatrix} K'G^{-1} & 0 \\ 0 & L'G^{-1} \end{bmatrix}.
\]

Moreover, \[
d = \begin{bmatrix} (I_m - \rho \bar{W})s \\ (I_m - \rho \bar{W})s \end{bmatrix}.
\]

\[0, 0\] are the \((p + 1) \times m\) and \(q \times m\) matrices, respectively.

\[
\text{asy. var} \{d\} = \text{asy. var} \begin{bmatrix} (I_m - \rho \bar{W})s \\ (I_m - \rho \bar{W})s \end{bmatrix}
\]

\[= E \begin{bmatrix} (I_m - \rho \bar{W})s - E (I_m - \rho \bar{W})s \end{bmatrix} \begin{bmatrix} (I_m - \rho \bar{W})s - E (I_m - \rho \bar{W})s \end{bmatrix}^T
\]

\[= E \begin{bmatrix} (I_m - \rho \bar{W})s \end{bmatrix} \begin{bmatrix} (I_m - \rho \bar{W})s \end{bmatrix}^T - E \begin{bmatrix} (I_m - \rho \bar{W})s \end{bmatrix} E \begin{bmatrix} (I_m - \rho \bar{W})s \end{bmatrix}^T
\]

\[= \text{asy. var} \begin{bmatrix} (I_m - \rho \bar{W})s \end{bmatrix} \text{asy. var} \begin{bmatrix} (I_m - \rho \bar{W})s \end{bmatrix}
\]

where \[E \begin{bmatrix} (I_m - \rho \bar{W})s \end{bmatrix}\] is a scalar vector and

\[
\text{asy. var} \begin{bmatrix} (I_m - \rho \bar{W})s \end{bmatrix} = F = LUL' + G = L(I_q - \lambda W)^{-1} R(I_q - \lambda W)^{-1}' L' + G.
\]

Therefore,

\[
\text{asy. var} \{\hat{\theta}\} = \text{asy. var} \{A^{-1}Bd\} = A^{-1}B \text{asy. var} \{d\} \text{B'} \{A^{-1}\}'
\]

\[
\lim \text{asy. var} \{\hat{\theta}\} = \lim_{m \to \infty} \left( \frac{1}{m} A \right)' B \frac{1}{m} \text{asy. var} \{d\} \text{B'} \{A^{-1}\}'
\]

\[= \lim_{m \to \infty} \left( \frac{1}{m} A \right)' B \lim_{m \to \infty} \frac{1}{m} \text{asy. var} \{d\} \text{B'} \{A^{-1}\}'
\]

\[= \bar{A}^{-1} B \lim_{m \to \infty} \frac{1}{m} \text{asy. var} \{d\} \text{B'} \{A^{-1}\}'
\]

where \(A, \bar{A}, \text{ and } B\) are all constant matrices and nonsingular.

\[
\lim_{m \to \infty} \frac{1}{m} \text{asy. var} \{d\} = \begin{bmatrix} \lim_{m \to \infty} \frac{1}{m} \text{asy. var} \begin{bmatrix} (I_m - \rho \bar{W})s \end{bmatrix} \\ \lim_{m \to \infty} \frac{1}{m} \text{asy. var} \begin{bmatrix} (I_m - \rho \bar{W})s \end{bmatrix} \end{bmatrix}
\]

where
\[
\lim_{m \to \infty} \frac{1}{m} \text{asy. var} \left[ \left( I_m - \rho \hat{W} \right) \mathbf{s} \right] = \lim_{m \to \infty} \frac{1}{m} \left\{ L \left( I_q - \lambda \mathbf{W} \right)^{-1} R \left[ \left( I_q - \lambda \mathbf{W} \right)^{-1} \right]' L' + G \right\} \\
= L \left( I_q - \lambda \mathbf{W} \right)^{-1} \left\{ \lim_{m \to \infty} \frac{1}{m} R \right\} \left[ \left( I_q - \lambda \mathbf{W} \right)^{-1} \right]' L' + \lim_{m \to \infty} \frac{1}{m} G = 0,
\]

as a result, \( \lim_{m \to \infty} \frac{1}{m} \text{asy. var} \{ \mathbf{d} \} = \begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix} = 0. \) Therefore,

\[
\lim_{m \to \infty} \text{asy. var} \{ \tilde{\theta} \} = \tilde{A}^{-1} \mathbf{B} \left[ \lim_{m \to \infty} \frac{1}{m} \text{asy. var} \{ \mathbf{d} \} \right] \mathbf{B}' \left\{ \mathbf{A}^{-1} \right\}' = \tilde{A}^{-1} \mathbf{B} \mathbf{0} \mathbf{B}' \left\{ \mathbf{A}^{-1} \right\}' = \mathbf{0}.
\]

These results show that \( \tilde{\theta} \) is a consistent estimator. As a result, \( \tilde{\alpha} \) and \( \tilde{\gamma} \) are also consistent estimators.

**Discussion**

**Illustration**

If we are interested in building a new model, we first determine the dependent and independent variables according to the theory. For simplicity, this study uses arbitrary dependent and independent variables. For example, suppose there is a dependent variable or variable of interest, say \( s \), and three independent variables, say \( m \), which are observed for two periods in which each consists of 10 observations or regions or locations. We assume spatial effects in a dependent variable (spatial autoregressive/spatial lag) and between regions in random effects. Now, we have the models as follows:

\[
s = \mathbf{K} \mathbf{a} + \rho \hat{W} \mathbf{s} + \mathbf{L} \gamma + \delta,
\]

\[
\gamma = \lambda \mathbf{W} \gamma + \mathbf{v},
\]

where

\[
\mathbf{s} = \begin{bmatrix} s_1 \\ s_2 \end{bmatrix}, \quad \text{where} \quad \mathbf{s}_i = \begin{bmatrix} s_{1i} \\ s_{2i} \\ \cdots \\ s_{10i} \end{bmatrix} \text{ for } i = 1, 2,
\]

\[
\mathbf{a} = \begin{bmatrix} \mu \\ \alpha_1 \\ \alpha_2 \\ \alpha_3 \end{bmatrix}, \quad \mathbf{v} = \begin{bmatrix} \nu_1 \\ \nu_2 \\ \cdots \\ \nu_{10} \end{bmatrix}, \quad \gamma = \begin{bmatrix} \gamma_1 \\ \gamma_2 \\ \cdots \\ \gamma_{10} \end{bmatrix}
\]

\[
\mathbf{K} = \begin{bmatrix} \mathbf{K}_1 \\ \mathbf{K}_2 \end{bmatrix}, \quad \text{where} \quad \mathbf{K}_i = \begin{bmatrix} 1 & k_{i11} & k_{i21} & k_{i31} \\ 1 & k_{i12} & k_{i22} & k_{i32} \\ \vdots & \vdots & \vdots & \vdots \\ 1 & k_{i110} & k_{i210} & k_{i310} \end{bmatrix},
\]

\[
\mathbf{L} = \begin{bmatrix} \mathbf{L}_1 \\ \mathbf{L}_2 \end{bmatrix}, \quad \text{where} \quad \mathbf{L}_i = \begin{bmatrix} 1 & 0 & \cdots & 0 \\ 0 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & 1 \end{bmatrix},
\]

![Figure 1. Illustration of the 10 neighboring regions.](image-url)
\[
W = \begin{bmatrix}
w_{11} & w_{12} & \cdots & w_{1,10} \\
w_{21} & w_{22} & \cdots & w_{2,10} \\
\vdots & \vdots & & \vdots \\
w_{10,1} & w_{10,2} & \cdots & w_{10,10}
\end{bmatrix} = \begin{bmatrix}
w'_1 \\
w'_2 \\
\vdots \\
w'_{10}
\end{bmatrix} = \begin{bmatrix} w'_j \end{bmatrix}, \ j = 1, 2, \cdots, 10.
\]

\[
\tilde{W} = \begin{bmatrix} W & 0 \\ 0 & W \end{bmatrix} = \begin{bmatrix} w'_{i,j} & 0' \\ 0' & w'_{j,j} \end{bmatrix} = \begin{bmatrix} w'_{i,j} \end{bmatrix}, \ for \ i = 1, 2, \ j = 1, 2, \cdots, 10, \ and \ \delta = \begin{bmatrix} \delta_1 & \delta_2 \end{bmatrix}^T, \ where
\]

\[
\delta_i = \begin{bmatrix} \delta_{i1} & \delta_{i2} & \cdots & \delta_{i10} \end{bmatrix}, \ for \ i = 1, 2.
\]

<table>
<thead>
<tr>
<th>Time</th>
<th>Location/Region</th>
<th>Variables</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Dependent</td>
<td>Independent</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(S)</td>
<td>(k_1)</td>
<td>(k_2)</td>
<td>(k_3)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>79</td>
<td>46</td>
<td>59</td>
<td>52</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>86</td>
<td>46</td>
<td>59</td>
<td>41</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>69</td>
<td>55</td>
<td>62</td>
<td>38</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>76</td>
<td>52</td>
<td>54</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>71</td>
<td>49</td>
<td>64</td>
<td>47</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>73</td>
<td>49</td>
<td>54</td>
<td>39</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>80</td>
<td>48</td>
<td>63</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>73</td>
<td>49</td>
<td>52</td>
<td>40</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>72</td>
<td>55</td>
<td>52</td>
<td>51</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>86</td>
<td>43</td>
<td>50</td>
<td>40</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>90</td>
<td>87</td>
<td>85</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>85</td>
<td>73</td>
<td>79</td>
<td>77</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>84</td>
<td>78</td>
<td>92</td>
<td>74</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>85</td>
<td>81</td>
<td>86</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>72</td>
<td>73</td>
<td>89</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>79</td>
<td>77</td>
<td>84</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>80</td>
<td>69</td>
<td>84</td>
<td>65</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>92</td>
<td>77</td>
<td>88</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>87</td>
<td>87</td>
<td>87</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>84</td>
<td>75</td>
<td>84</td>
<td>65</td>
</tr>
</tbody>
</table>

Note: data illustration

Based on figure 1, the row-standardized spatial weight matrix is as follows:
We then check spatial effect using Moran’s index as follows:

\[
I = \frac{\sum_{j=1}^{20} \sum_{j=1}^{20} \tilde{W}_{jj} (y_j - \bar{y})(y_j - \bar{y})}{\sum_{j=1}^{20} (y_j - \bar{y})^2} = \tilde{y}^T \tilde{W} \tilde{y},
\]

where \( \bar{y} = \frac{1}{20} \sum_{j=1}^{20} y_j \), \( \tilde{y} = y - \bar{y} \), and \( \mathbf{1}_{20 \times 1} = [1 \ 1 \ \cdots \ 1]^T \).

We decide that there is a spatial effect if Moran’s index is greater than its expected value. Now, we have a Moran’s index and its expected values are equal to 0.3331 and -0.0526 respectively. Therefore, we conclude that there is a spatial effect for the equation model.

We then estimate spatial autoregressive and spatial autocorrelation using an equation (20). We now have the acceptable spatial autoregressive and the spatial autocorrelation are -1.6242 < \( \rho < 1 \) and -1.6242 < \( \lambda < 1 \), respectively. In this study, we take the increased values both for spatial autoregressive and spatial autocorrelation to be 0.01. We then run it and obtain the values of spatial autoregressive and spatial autocorrelation as follows:

a. Based on equation (7), we obtain \( \hat{\mathbf{a}} = [80.1500 \ -0.1814 \ 0.5588 \ -0.1330]^T \) and \( \hat{\mathbf{y}} = [-15.3790 \ -14.5706 \ -27.1705 \ -20.2562 \ -32.6891 \ -24.2337 \ -23.8305 \ -17.8936 \ -19.4292 \ -14.9080]^T \).

b. \( \rho = \text{seq}(-1.6142, 0.99, 0.01) \) and \( \lambda = \text{seq}(-1.6142, 0.99, 0.01) \).

c. For every value both of \( \rho \) and \( \lambda \) (from point b) and of vectors \( \hat{\mathbf{a}} \) and \( \hat{\mathbf{y}} \) (from point a), we substitute all values in equation (20).

d. We obtain both the estimates of \( \hat{\rho} = -0.0042 \) and \( \hat{\lambda} = 0.8958 \) that give the largest \( \log L^\text{con} (\hat{\mathbf{a}}, \hat{\mathbf{y}}) = -85.9451 \), and therefore they become the optimal estimates respectively.

The curve for all values \( \rho \) and \( \lambda \) can be seen in Figure 2. Both the values of \( \rho = -0.0042 \) and \( \lambda = 0.8958 \) give the largest \( \log L^\text{con} (\hat{\mathbf{a}}, \hat{\mathbf{y}}) = -85.9451 \). Therefore, both \( \rho = -0.0042 \) and \( \lambda = 0.8958 \) are to be the optimal estimates, those are \( \hat{\rho} \) and \( \hat{\lambda} \).
Figure 2. Graph of the concentrated log-likelihood function for both values of lambda and rho

Based on equations (21) and (22), we have the estimate $\hat{\sigma}^2 = 9.4442$ and $\hat{\sigma}^2 = 40.1673$ respectively. We then continue to equation (23) and finally obtain (after partition matrix $\begin{bmatrix} \hat{\alpha} & \hat{\gamma} \end{bmatrix}$) as follows:

$\hat{\alpha} = \begin{bmatrix} 58.3789 & -0.0687 & 0.4138 & -0.0981 \end{bmatrix}$ and $\hat{\gamma} = \begin{bmatrix} 6.9206 & 8.0647 & -2.0433 & 2.1317 & -7.181 & -1.5694 & 0.9114 & 5.1534 & 3.3125 & 7.9522 \end{bmatrix}$

Moreover, the estimators of the equation model are:

$\hat{s}_{ij} = 58.3789 - 0.0687k_{1j} + 0.4138k_{2j} - 0.0981k_{3j} - 0.0042w_{ij}s + 0.8958w_{ij}\hat{\gamma}$ for $i = 1, 2, j = 1, 2, \cdots, 10$. For $i = 1$ and $j = 1$, we obtain the estimated value of $\hat{s}_{11} = 76.9056$. It means that the value of a dependent variable at region 1 in the first time period is 76.9056. The surrounding regions influence this value, that is, region 2 and Region 3. In the same way, we can continue to estimate the values of $\hat{s}_{ij}$ for all $i$ and $j$.

Conclusion

Firstly, the concentrated log-likelihood function produces optimal spatial autoregressive and spatial autocorrelation estimates simultaneously. Secondly, all estimators can be obtained even though both sampling and component variance are unknown. Furthermore the last one, all estimators are proven to be consistent. Modeling for this study is still restricted to the region level. For further research, it can be lowered to the subregions level.
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